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Risk assessment for intra-abdominal injury following blunt trauma
in children: Derivation and validation of a machine learning model

Christopher Pennell, MD, Conner Polet, MD, L. Grier Arthur, MD,

Harsh Grewal, MD, and Stephen Aronoff, MD, Philadelphia, Pennsylvania

Computed tomography is the criterion standard for diagnosing intra-abdominal injury (IAI) but is expensive and risks radiation
exposure. The Pediatric Emergency Care Applied Research Network (PECARN) model identifies children at low risk of IAI re-
quiring intervention (IAI-I) in whom computed tomography may be omitted but does not provide an individualized risk assessment
to positively predict IAI-I. We sought to apply machine learning algorithms to the PECARN blunt abdominal trauma (BAT) data
set experimentally to create models for predicting both the presence and absence of IAI-I for pediatric BAT victims.

Using the PECARN data set, we derived and validated predictive models for IAI-I. The data set was divided into derivation
(n=7,940) and validation (n = 4,089) subsets. Six algorithms were tested to create 2 models using 19 clinical variables including
emesis, dyspnea, Glasgow Coma Scale score of <15, visible thoracic or abdominal trauma, seatbelt sign, abdominal distension,
tenderness or rectal bleeding, peritoneal signs, absent bowel sounds, flank pain, pelvic pain or instability, sex, age, heart rate,
and respiratory rate (RR). Five algorithms were fitted to predict the absence (low-risk model) or presence (high-risk model) of

For the low-risk model, four algorithms were significantly better than the baseline rate (2.28%) when validated using the test set.
The random forest model identified 73% of children as low risk, having a predicted IAI-I rate of 0.54%. For the high-risk model, all
six algorithms had added predictive power compared with the baseline rate with the highest reportable risk being 39.0%. By incor-
porating both models into a web application, child-specific risks of IAI-I can be estimated ranging from 0.28% to 39.0%

We developed a tool that provides a child-specific risk estimate for IAI-I after BAT. This publically available model provides a
powerful tool for clinicians triaging pediatric victims of blunt abdominal trauma. (J Trauma Acute Care Surg. 2020;89: 153-159.
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ith more than 7 million visits annually in the United

States, trauma is the second most common reason that
children seek medical care in an emergency department.’* Ap-
proximately 9,000 children die as a result of traumatic injuries
every year, three times more than any other cause of childhood
death beyond infancy.> Blunt mechanisms such as falls, motor
vehicle collisions, and trauma by falling objects account for
70% of childhood injuries.** Among pediatric victims of blunt
trauma, about 6% suffer intra-abdominal injuries (IAls) with
about one third of these injuries requiring acute intervention
(TAI requiring intervention [IAI-I]).”
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Computed tomography is the criterion standard for diag-
nosis of blunt abdominal injuries, and its use has been increas-
ing.® Because the vast majority of children do not have IAls
that require intervention, clinicians are faced with the challenge
of identifying those likely to have an injury without unnecessar-
ily irradiating children at lowest risk, a significant issue given
exponentially increasing health care costs and the risk of
radiation-induced malignancy.” The Pediatric Emergency Care
Applied Research Network (PECARN) has established criteria
for identifying children at low risk for IAI-I in whom imaging
can be safely omitted.” This prediction rule is helpful but has im-
portant limitations. First, it was derived using a single machine
learning algorithm, a significant limitation given the hundreds
of available algorithms for modeling. Second, the model was
not validated on an independent set of patients, raising concerns
about the accuracy of the model because of overfitting. Third,
the model was not tested against the a priori or naive rate of
IAI-I to demonstrate added value and improved predictive
power. Finally, only a negative predictive model for identifying
low-risk children was developed, which does not stratify chil-
dren at increased risk for TAI-I.

The purpose of this study was to apply machine learning
algorithms to the PECARN blunt abdominal trauma data set ex-
perimentally to derive and validate new models for predicting
TAI-I in children with blunt abdominal trauma. Our goal was
to create both a low-risk model that identifies a cohort of
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children in whom CT imaging could be avoided and a high-risk
model to accurately risk stratify those children at increased risk
for IAI-I. We sought to provide clinicians with a powerful tool
by combining these two models in a web-based application that
provides real-time, patient-specific estimates of risk for IAI-I.

PATIENTS AND METHODS

Data Sources and Participants

A publicly available, prospectively collected data set from
PECARN was used for this study. The data set included children
presenting to 20 participating PECARN emergency departments
between May 2007 and January 2010 after suffering blunt ab-
dominal trauma. Detailed inclusion criteria and demographics
have previously been published.’ This study was exempt from
institutional review board approval because the data in use are
publicly available and deidentified. Results are reported accord-
ing to the Transparent Reporting of multivariable prediction
model for Individual Prognosis or Diagnosis guidelines.®

Predictors

To produce a useful tool to guide diagnostic evaluation, all
variables used in the prediction model were clinical variables
readily assessed at the time of initial physical examination. No
laboratory or imaging variables were used as predictors. A sum-
mary of the predictors is listed in Table 1.

Outcomes

The primary outcome was IAl requiring acute interven-
tion. Intra-abdominal injury was defined as any injury to the
spleen, liver, genitourinary tract, gastrointestinal tract, pancreas,
gallbladder, adrenal gland, intra-abdominal vascular structure, or
a traumatic abdominal wall hernia identified radiographically or
at the time of surgery. The definition of IAI-I was adopted from
the original PECARN study and included injuries that resulted
in death, required therapeutic angiography or laparotomy, blood
transfusion, or admission to the hospital for two or more nights
to receive intravenous fluids deemed necessary as a result of the
IAI-L

Database Preparation and Model Development
All of the relational data sets were downloaded from the

PECARN website in .csv format. All data analyses and database

manipulations were performed in the R environment.

TABLE 1. Predictor Variables Included in the Models

Predictors

Age Abdominal distension
Sex Absent bowel sounds
Heart rate Abdominal tenderness
Respiratory rate Peritoneal signs
Glasgow Coma Scale <15 Visible thoracic trauma
Dyspnea Flank pain

Emesis Pelvic pain

Visible abdominal trauma
Seatbelt sign
Abdominal pain

Unstable pelvis
Occult rectal blood
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Following review of the codebook, individual data files
were selected and variables were formatted using the dplyr pack-
age.” Variables were segregated into two groups: predictors and
outcomes. Using the outcome criteria outlined previously, a sin-
gle binary variable of IAI-I (present or absent) was developed.
The single outcome variable was merged with the predictors to
generate a final data set. Only complete cases were used for
the study. The rate of IAI-I in the final data set was 2.28%.

The partitioning function from the caret package ran-
domly created the training and test subsets in a 2:1 ratio from
the data set of complete cases.'® The Mann-Whitney U test
and the x? test were used to compare the outcomes and predic-
tors in the training and test sets in a univariate manner; p values
0f'<0.05 were considered significant. Since the outcome was se-
verely unbalanced in the complete case data set because of the
overall low rate of IAI-I, synthetic minority oversampling (Syn-
thetic Minority Oversampling Technique [SMOTE] package)
was used to balance the positive outcome rate in the training
set.!! Briefly, this technique creates synthetic cases of IAI-I by
oversampling the minority outcome (IAI-I present) and
undersampling the majority outcome (IAI-I absent). This im-
proves classification when receiver operator curves and its com-
ponents are used as the loss function for the predictive models.
The balanced training set was used to develop the machine
learning models. The test set was not altered and was used for
experimental testing among the final optimized algorithms to
determine which of them had the greatest predictive power.

Model Creation

Modeling was performed using the caret package as a
wrapper. Each algorithm was optimized using fivefold cross val-
idation. The loss function was the true-positive rate (sensitivity)
from the receiver operating curve (pROC package).!?> Two
models were developed: (1) a low-risk model optimized for neg-
ative prediction (positivity defined as the absence of IAI-I) and
(2) a high-risk model optimized for positive prediction (positiv-
ity defined as the presence of IAI-I). Six machine learning algo-
rithms were studied for each model. (1) Generalized linear
modeling'? uses classical multivariate logistic regression with
least weighted squares. (2) Linear discriminant analysis'* pro-
duces a linear decision boundary similar to that produced by lo-
gistic regression but assumes a normal distribution of predictors.
It optimizes differences between classes. (3) Recursive partition
analysis'® is a single tree-based decision model that uses a
greedy algorithm to develop multiple decision points (nodes)
and endpoints (leaves) based on nodal purity. (4) Random forest
(RF)'® is an ensemble model that uses multiple decision trees
with nodes generated by the random selection of subgroups of
predictors using a greedy algorithm and. (5) Support vector ma-
chines'” are parametric-based classifiers that develop dimen-
sional decision boundaries that may be linear or nonlinear in
shape; two different boundary shapes were used: support vector
machines—quadratic (SVM) and support vector machines—
radial (SVMR).

The training procedure consisted of recursive cycles of pa-
rameter fitting and tuning. For each algorithm, training termi-
nated when successive sensitivity rates were comparable
(convergence). Algorithms were trained separately for the low-
risk and high-risk models.
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Model Assessment (Experimentation)

For each model, the fitted version of each algorithm was
assessed experimentally to determine which had the greatest pre-
dictive power. Two methods were used to compare the fitted al-
gorithms.'® First, the area under the receiver operator curve
(ROC) and the sensitivity of each fitted algorithm were com-
pared for the low-risk and high-risk models separately via re-
sampling of the training set. Second, outcome predictions were
made by each fitted algorithm using the previously unseen test
set for both the low-risk and high-risk models. Since the output
of'these algorithms is the probability of either the presence or ab-
sence of TAI-I, depending on the model, 0.5 was used as the stan-
dardized cutoff for each algorithm. From the predictions, the
number of correctly and incorrectly classified subjects was de-
termined, and statistical differences among the algorithms were
assessed using the x? test. The test was applied sequentially to
determine statistical differences among the algorithms' predicted
rates and the baseline rate of TAI-I in the test data set (2.28%)
with p values of <0.05 considered significant. Algorithms gener-
ating predicted rates of IAI-I that were significantly different

than the baseline rate in the study population (2.28%) were con-
sidered to have added predictive value.

RESULTS

Database

The raw data set had 13,360 subjects. After 1,331 patients
with missing data were removed, a final data set of 12,029 com-
plete cases remained. The mean age of this group was 10.0 years
(interquartile range, 6—15 years). The most common mecha-
nisms of injury were motor vehicle collisions (32%) and pedes-
trians or bicyclists struck by a moving vehicle (19%). The
training subset consisted of 7,940 patients; the test subset
contained 4,089 patients. The rate of IAI-I was 2.28% in each
group. Sex was the only predictor that differed in distribution be-
tween the training and the test subsets (males, 63% vs. 60%, re-
spectively; p = 0.011).

In the training group, 181 subjects had IAI-I, while 7,759
did not. Because data sets with unequal numbers of the outcome
of interest perform poorly in machine learning algorithms, we
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Figure 1. Comparison of six fitted algorithms to predict risk for IAl-l. A: Low-risk model, B: High-risk model.
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TABLE 2. Performance of Six Fitted Algorithms to Predict Low
Risk for IAI-]

TABLE 3. Performance of Six Fitted Algorithms to Predict High
Risk for IAI-I

p p

True False  False-Negative Vs. Vs. True  False True-Positive Vs. Vs. Vs.
Model n Negative Negative Rate Naive SVMR Model n  Positive Positive Rate Naive RPART GLM
Naive 4,089 3,996 93 0.023 Ref — RF 275 47 228 0.171 <0.00001 0.0002 0.057
SVM 4,089 3,996 93 0.023 1 — SVM 203 31 172 0.153 <0.00001 0.004 027
SVMR 3,860 3,799 61 0.016 0.031 Ref SVMR 236 35 201 0.148 <0.00001 0.004 0.31
LDA 3956 3,895 61 0.015 0.021 0.96 GLM 458 54 404 0.118 <0.00001 0.039 Ref
RF 3,836 3,779 57 0.015 0.013 0.81 LDA 457 52 405 0.114 <0.00001 0.058 —
GLM 3,631 3,592 39 0.011 0.000071  0.071 RPART 337 24 313 0.071 <0.00001  Ref —
RPART 3,631 3,592 39 0.011 0.000071  0.071 Naive 4,089 93 3,996 0.023 Ref — —

LDA, linear discriminant analysis; GLM, generalized linear modeling; RPART, recur-
sive partition analysis.

LDA, linear discriminant analysis; GLM, generalized linear modeling; RPART, recur-
sive partition analysis.

created hypothetical patients using the SMOTE package. This
produced a balanced data set with more equal numbers of cases
(7,421 with and 7,240 without IAI-I, respectively). This bal-
anced data set was used to train both the low-risk and high-
risk models.

Low-Risk Model

The predictive performance of the six fitted algorithms
was compared by resampling the balanced training set
(Fig. 1A). Using the ROC as the metric of interest, the fitted
RE, SVM, and generalized linear modeling algorithms were
the best predictors of the absence of TAI-I (mean ROC, 0.99,
0.99, and 0.96, respectively). The sensitivity of the linear dis-
criminant analysis model for identifying children without IAI-I
was highest at 0.98. The RF and SVM algorithms were also
highly sensitive with sensitivities of 0.97 each. When the final
fitted algorithms were assessed using the validation data set,
all models except SVM had superior predictive power for iden-
tifying low-risk children compared with the naive rate (Table 2).
With the removal of the naive and SVM algorithms, the
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predictive results from the remaining five algorithms were not
significantly different.

A calibration curve for the low-risk model (the relation-
ship between the probability that a child has no injury and the
observed rate of injury) using the fitted RF algorithm is shown
in Figure 2. Probabilities of 0.75 or greater were associated with
a risk of less than 1%, and probabilities of 0.90 or greater were
associated with risks less than 0.7%. Defining low-risk children
as those with a 20.95 probability that no injury is present clas-
sifies 73% (2,994 of 4,089 patients) of the patients as low risk.
The corresponding rate of TAI-I in this group is 0.54%.

High-Risk Model

The performance of the six fitted algorithms for predicting
the presence of IAI-I by resampling the derivation set is shown
in Figure 1B. By both ROC and sensitivity, the fitted RE, SVMR,
and SVM algorithms performed the best. Using the validation
data set, Table 3 compares the performance of the six algorithms
fitted to predict the presence of IAI-I using a cutoff probability
of 0.5. All of the fitted algorithms outperformed the naive

0.75 1.00

Probability of NO Injury

Figure 2.
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Calibration curve for predicted probability of absence of IAI-l and rate of IAl-I for the low-risk RF fitted algorithm.
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Figure 3. Calibration curve for predicted probability of presence of IAl-l and rate of IAIl-l for the low-risk RF fitted algorithm.

model. Three algorithms (RE, SVM, and SVMR) had signifi-
cantly higher rates of TAI-I than the others. The relationship be-
tween the predicted probability of IAI-I and the observed rate of
TAI-I for the high-risk fitted RF algorithm is shown in Figure 3.
Probabilities of 20.85 were associated with IAI-I rates greater
than 16%, and probabilities greater than 0.95 were associated
with TAI-I rates as high as 20%. The highest rate of IAI-I that
can be predicted by the high-risk model is 39.0%.

Web Application

To meaningfully apply these models in clinical practice, a
prototype web application was developed (https://www.
stchristophershospital.com/SitePages/Our-Services/Trauma-
Center.aspx). Patient-specific variables (Table 1) are entered into
the application at the time of initial assessment, and the child's
risk of TAI-I is estimated using both the low- and high-risk
models (Figs. 2 and 3). Because of the low rate of IAI-I in the
data set, two models, optimized using different metrics, were
needed. The low-risk model accurately identifies children with-
out injuries and reports risks as low as 0.28%, while the high-
risk model accurately identifies children at increased risk of
injury and reports risks as high as 39.0%. The application has
a built in toggle switch; the rate estimated by the low-risk model
is reported if it is predicted to be <1%. If it is 21%, the rate es-
timated by the high-risk model is reported. As a result, the web
application can report a patient-specific estimated risk of TAI-I
ranging from 0.28% to 39.0%.

DISCUSSION

Using a large patient data set and machine learning tech-
nology, we trained and validated a model that predicts both the
presence and absence of IAI-I in children after blunt abdominal
trauma. Incorporation of these models into a publically available
web application provides clinicians with a patient-specific es-
timate of risk that can inform diagnostic and management
decisions. Compared with existing prediction tools, this risk as-
sessment tool identifies nearly three fourths of children as low

© 2020 Wolters Kluwer Health, Inc. All rights reserved.

risk for injury and provides patient-specific estimates of risk for
all patients, including those not meeting existing low-risk criteria.

Clinical decision rules have been developed to limit un-
necessary CT scanning in children with a low likelihood of clin-
ically important injuries for both head and abdominal
trauma.>'*2° The creation of these rules followed a dramatic in-
crease in the use of CT imaging along with greater recognition
of the risks of radiation in children.® For abdominal trauma,
the current PECARN rule uses seven physical examination find-
ings to identify children at low risk for IAI-I.> Similarly, the Pe-
diatric Surgery Research Consortium (PedSRC) model uses five
physical, radiographic, and laboratory findings to define a low-
risk population.'® Authors of both models recommend no imag-
ing be performed in these low-risk children. The publication of
these prediction rules is an important step toward responsible
use of abdominal CT in pediatric trauma; however, both rules
have important limitations to their clinical application as well
as their derivation and validation.

The major limitation to the clinical application of the
PECARN and PedSRC models is that they are binary, classify-
ing children as low-risk or not low-risk for IAI-I. They are de-
signed to identify children in whom the risk of injury is
sufficiently low that CT imaging is not necessary; this popula-
tion includes only 34% to 42% of children experiencing blunt
abdominal trauma.>'® By comparison, defining low-risk chil-
dren as those with a probability of no injury =20.95, our model
classified 73% of children as low risk with a predicted rate of
IAI-I of 0.54%.

An additional limitation of the PECARN and PedSRC
models is that they do not provide granular estimates of risk
for children who do not meet low-risk criteria. Rather, they pro-
vide grouped estimates based on the number of risk factors pres-
ent. In the PECARN model, children with one risk factor have a
predicted IAI-I rate of 1.4%, while those with three risk factors
have a risk of 4.5%. The problem with these grouped estimates
is that they assume each variable portends an equal risk of injury,
and they do not account for interactions between variables. For
example, a child with vomiting and thoracic wall trauma may
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not have the same risk as a child with abdominal tenderness and
a seatbelt sign. Both, however, screen positive for two variables
and would therefore be assigned a risk of 1.8% by the PECARN
rule. Using our model, an 8-year-old boy with vomiting and tho-
racic wall trauma would have a risk of only 0.29%, while the risk
for the same child with abdominal tenderness and a seatbelt sign
would be 0.91%. The former patient meets our low-risk criteria,
while the latter is not considered low risk. Furthermore, in both
cases, the predicted risk is considerably different than the
PECARN models, which significantly changes the risk-benefit
discussion that should be had with parents.

Modern machine learning is based on a strict experimental
methodology consisting of a three-step process.'® Initially, a
number of different computer algorithms are selected based on
an exploratory analysis of data. Next, the metric of interest is de-
termined, each algorithm is optimally fitted to the training data
set, and error is measured. Finally, the model with the greatest
predictive power is selected by comparing all the fitted models
to the baseline rate of IAI-I in the test set using standard statisti-
cal methods. The algorithm with the most statistically superior
outcomes is selected as the model with the best predictive power.

The methodology by which PECARN was developed is
limited in two ways. First, only a single computer algorithm
was explored (single decision tree), despite the fact that hun-
dreds of potential algorithms exist. Second, because it was only
validated using the training data set, it is at risk of being overfit,
meaning it can accurately predict outcomes in the training data
set, but not on new, unseen data.?! Models validated in this
way are at risk of overfitting because conceptually they are being
asked to make predictions about data they have already learned.
We used a conventional methodology to avoid overfitting by val-
idating our models on new and unseen data, which had been
held out as a test subset from the complete data set before train-
ing the algorithms. In contrast, the only published validation
study for the PECARN prediction rule is a retrospective,
single-center review of children with IAI-I.*2

Our study has important limitations that warrant discus-
sion. The number of predictive variables in our model is greater
than those required by existing decision rules. Moreover, the al-
gorithm is complex and not summarized in a simple flowchart,
so it is not possible to memorize and make a bedside decision af-
ter considering a small number of easily recalled variables. The
included variables, however, are all routinely documented by a
scribe nurse as a part of a standard trauma evaluation, so tran-
scribing them into the web application adds only minimally to
the current workflow.

Attempts to reduce the number of predictors during the
derivation process resulted in models with significantly lower
predictive power. Using all 19 variables provides optimal accu-
racy, but the web application does allow clinicians to record “un-
known” for any of the dichotomous variables. On average,
predictors were documented as unknown in 9.5% of cases in
the PECARN data set, ranging from 0% for presence of thoracic
wall trauma to 52% for the presence of occult rectal blood.
Therefore, our model incorporates this uncertainty, and its accu-
racy holds up in spite of a significant number of unknown values.

Unlike other models that state children should not un-
dergo CT imaging if they meet low-risk criteria, our prediction
tool is not prescriptive with regard to how clinicians should
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use the information. Rather, it is designed to provide an individ-
ualized probability of injury for use when counseling parents
and making diagnostic and therapeutic decisions for children af-
ter blunt abdominal trauma. Whether or not a clinician feels it is
safe to forgo CT imaging will depend on many factors including
hospital location, availability of expert consultants and imaging
resources, ability to serially monitor patients, radiation dosing
for abdominal CTs at the treating hospital, and individual toler-
ance of risk.

CONCLUSIONS

We have created and validated a novel clinical decision
tool using modern machine learning techniques to estimate the
risk of IAI-I in children. Our publicly available web application
fills a gap in the existing literature by providing risk estimates
for all children, not just those deemed low risk by traditional de-
cision rules. It is a powerful tool that has the potential to facilitate
more responsible use of CT for children with blunt abdominal
trauma.
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